
Definition 0.1. Increasing returns to scale:

F(𝐴𝑥, 𝐴𝑦) > 𝐴F(𝑥, 𝑦), (1)

where 𝐴 > 1.

Definition 0.2. Decreasing marginal returns:

F(𝐴𝑥, 𝑦) < 𝐴F(𝑥, 𝑦), (2)

where 𝐴 > 1.

Decreasing marginal returns mathematically means:

𝜕2𝐹
𝜕𝑥2 < 0. (3)

If we have decreasing marginal returns on two inputs:

F(𝐴𝑥, 𝑦) < 𝐴F(𝑥, 𝑦),

F(𝑥, 𝐴𝑦) < 𝐴F(𝑥, 𝑦),
(4)

we can still have increasing returns to scale.

Example 0.3. Consider the Cobb-Douglas functional form:

F(𝐾, 𝐿) = 𝐴𝐾𝛼𝐿𝛽, (5)

where 0 < 𝛼 < 1 and 0 < 𝛽 < 1. Then, for 𝑎 > 1,

F(𝑎𝐾, 𝑎𝐿) = 𝑎𝛼+𝛽𝐴𝐾𝑏𝐿𝑐 = 𝑎𝛼+𝛽F(𝐾, 𝐿), (6)

it has IRS if 𝛼 + 𝛽 > 1, CRS if 𝛼 + 𝛽 = 1, and DRS if 𝛼 + 𝛽 < 1.
But we have decreasing marginal returns in all the above 3 ways since, say for 𝐾,

𝜕𝐹
𝜕𝐾 = 𝛼𝐴𝐾𝛼−1𝐿𝛽

⇒
𝜕2𝐹
𝜕𝑥2 = 𝛼 × (𝛼 − 1)⏟

<0 since 0<𝛼<1
×𝐴𝐾𝛼−1𝐿𝛽 < 0,

(7)

which is not related to the sum of 𝛼 and 𝛽.

Theorem 0.4. If we have decreasing returns to scale, we must have two decreasing marginal returns.
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Proof. If we have decreasing returns to scale:

F(𝐴𝑥, 𝐴𝑦) < 𝐴F(𝑥, 𝑦), (8)

where 𝐴 > 1, then we must have

F(𝐴𝑥, 𝑦) <
by Equation 8

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞F(𝐴𝑥, 𝐴𝑦) < 𝐴F(𝑥, 𝑦),

F(𝑥, 𝐴𝑦) < F(𝐴𝑥, 𝐴𝑦)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
by monotonicity

< 𝐴F(𝑥, 𝑦),
(9)

since the function 𝐹 is increasing on both variables and 𝑥 and 𝑦 are both positive, then 𝐴𝑥 > 𝑥 and
𝐴𝑦 > 𝑦.
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