Definition 0.1. Increasing returns to scale:

F(Ax, Ay) > AF(x,y),
where A > 1.
Definition 0.2. Decreasing marginal returns:

F(Ax,y) < AF(x,y),
where A > 1.

Decreasing marginal returns mathematically means:
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If we have decreasing marginal returns on two inputs:

F(Ax,y) < AF(x,y),
F(x,Ay) < AF(x,y),

we can still have increasing returns to scale.

Example 0.3. Consider the Cobb-Douglas functional form:
F(K,L) = AK*LP,

where 0 <@ < 1and 0 < 8 < 1. Then, fora > 1,

F@aK,al) = a**PAKPLE = a*tPF(K, L),

ithas IRSifa + > 1,CRSifa + f = 1,and DRSifa + § < 1.

But we have decreasing marginal returns in all the above 3 ways since, say for K,

oF
ﬁ( = DCAKa_lLﬁ
02F
=S =ax @-1) xAK1LP <0,
X

& 2
<0 since O<a<1

which is not related to the sum of « and .

Theorem 0.4. If we have decreasing returns to scale, we must have two decreasing marginal returns.
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Proof. 1f we have decreasing returns to scale:
F(Ax, Ay) < AF(x,y), (8)

where A > 1, then we must have

by Equation 8
F(Ax,y) < F(Ax, Ay) < AF(x,y),

F(x,Ay) < F(Ax, Ay) < AF(x,y),

by monotonicity

9)

since the function F is increasing on both variables and x and y are both positive, then Ax > x and
Ay > . O



